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Fig. 1. By wearing earphones (a) and attaching a smartphone to the limb (b), the users engage in customized
(c) multi-directional limb exercises guided by spatial audio. The inertial measurement unit (IMU) within the
earphones combines users’ head motions with spatial audio perception, thereby enhancing their capacity to
locate the target (d). Subsequently, users can use their limbs to reach the target, realizing non-visual motion
guidance.

Guiding users with limb exercise can assist in muscle training or physical recovery. However, traditional
vision-based methods often require multiple camera angles to help users understand the motions and require
them to be within the range of the screen. Therefore, we propose a non-visual system that can guide users
with multiple-directional limb motions utilizing spatial audio, AudioMove, with commercial-off-the-shelf
(COTS) devices (i.e., smartphones and earphones). The proposed system addresses the challenge of conveying
directional information encompassing multiple planes in real-time. We conduct a mixed-method user study
to evaluate the effectiveness of the system with three methods combining motion data with spatial audio
perception. Additionally, a user interface is built to collect users’ comments. The results conclude that spatial
audio guidance could create a natural, pervasive, and non-visual exercise training solution in daily life.
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1 Introduction
Motion exercise has played an essential role in various fields, including restoring physical function
[5], keeping fitness [17], or strength training [39]. To better assist the users in exercise training, in
recent years, exercise systems have been iterated to accommodate better end-user needs, including
remote systems, incorporating exergames, immersive virtual reality, and so on [87]. Such systems
are moving toward greater ubiquity and specialization to bring users better results and training
experiences.

One of the essential functions of an exercise system is motion guidance. The most classic training
process is that the user watches the motion performed, imitates the motions, the system captures
the movement trajectory through external devices, and provides feedback to the user for adjustment
and improvement. Such a paradigm has been intensively applied both in commercial and research
work. For example, the mobile applications [66], the researches of MotionMA [78] Physio@Home
[74], SleeveAR [71], GuideBand [77], and PoseAsQuery [24]. However, vision-based guidance
systems undoubtedly offer more intuitive learning information and potentially better performance
in accuracy. Relying on visual cues requires more significant space to accommodate screens and
motion capture devices (e.g., Microsoft Kinect [13]). Users also need to gaze at the screen and
remain within the camera’s range at all times during the learning process. With the development
of head-mounted displays, virtual reality (VR) [16], and augmented reality (AR) [71] have to some
extent alleviated the screen requirements. However, head-mount displays are still constrained by
relatively lower accessibility and lab-based setups to enable precise motion capture.

Researchers have been actively seeking various ways and alternative modalities to assist users in
understanding and performing correct motions. To get rid of visual information reliance, systems
based on other modalities have been extensively investigated, for example, the haptic [20] and
auditory [29, 46, 64]. While both haptic and auditory modalities can to some extent substitute for
vision, they differ in terms of information transmission efficiency and the required equipment for
implementation (i.e., speakers, headphones, or wearable actuators). Non-visual guidance makes
it accessible in a wider range of scenarios, such as outdoors, places with limited space, the user
lying down, or the user simply unwilling to use the vision. However, as a medium for information
transmission, haptic and auditory is less intuitive compared to vision, lacking the clarity of an
instant understanding of the designated motion. Moreover, they offer fewer adjustable attributes
(i.e., volume, pitch, or the intensity of vibration), making it challenging to make users understand
complex motions in a short period [48]. As a result, current non-visual feedback is usually used as
an enhancement combined with other modalities [3, 83].
Taking the limb movement in exercises as an example, the difficulty in designing such a non-

visual system is that, the limb’s movement is usually in three dimensions. Intuitively conveying the
positional informationwith a singlemodality of audio is challenging, most notably in simultaneously
determining the direction and height of movements. However, the spatiality of audio offers a
potential solution to non-visual exercise systems. Spatial audio can bring sufficient cues on direction
as a feedforward to users [47], and has been utilized for navigation [23, 41]. However, it has not
been tested to guide the motion of the body so far. Compared to navigating users to walk towards
a direction, guiding specific limb movements through spatial audio may require users to possess
a higher ability of spatial audio perception and comprehension of the relative position between
their limbs and the audio source. In this paper, to realize the guidance for the multi-directional
limb exercise, we employed the characteristics of spatial audio and proposed a system that guides
the limb exercise through interactive auditory feedback. The system is based on accessible mobile
devices (a smartphone and earphones) without any other external infrastructure, aiming for a more
seamless and portable solution as the growing research interest on systems implemented with daily
COTS devices [4, 54, 83]. The main contributions of the paper are as follows:
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• A system employing spatial audio is proposed to fill the blank of non-visual multi-directional
limb exercise guidance.

• The effectiveness and performance of the proposed system with different approaches of
combining motion data with spatial audio perception were evaluated. Users’ experiences
on using the spatial audio for motion exercises were collected through semi-structured
interviews.

2 Related Work

2.1 Virtual-and-Real Exercise Tool
Various systems have been proposed with different techniques to assist the exercise training better.
Exergames have been popular in fusing entertainment and exercise both in commercial and research
works [10, 42, 59, 69, 75]. For example, exercising with fitness equipment [60], setting a virtual
teacher [25], or augmentation with instructive information [36]. In addition, utilizing the sense of
body ownership, the user could naturally follow the movement of the virtual avatar to conduct
the motions, such as Just Follow Me [84], Onebody [28], Tai-Chi training [14] among others. Li
et al. [45] also modeled the awareness of such inconsistency of body ownership intervention to
further support the VR-based exercise system. Without VR/AR equipment, the systems improving
video tutorials also arouse interest. For example, ReactiveVideo [15] integrated the interaction
between the playback of exercises and the user’s movement speed. YouMove [1] allowed the exercise
authoring process in training and the PoseAsQuery enables a start frame variation [24]. Since such
systems provide an interface between the user’s movement and video, external devices to capture
the users’ postures are normally required (such as vision sensors [39, 44]). Other than letting users
move by themselves, several works investigated the methods of assisting the users via external
equipment as well, like using the electrical muscle stimulation [55, 56, 58], mechanic equipment
[77] or robotics [21, 22].
Previous works mainly rely on visual information to facilitate users’ motion. A few systems

focused on employing vibration or auditory to offer additional user experience in training [29, 64].
Vibration uses the haptic sensations of users to lead their movements [49]; for example, the TIKL
[46] utilized eight vibrotactile actuators to improve human motion learning. Generally, such a
vibration-based system requires several actuators to be worn on, limiting its ubiquity [33]. As for
auditory, it has wider and more ubiquitous cases because of the accessibility and persuasiveness
of speakers and earphones. However, the audio is usually used as an assistive tool to support
conveying visual information, such as the verbal instruction in VoLearn [83], voice reminder in [72]
and [73]. The auditory-based exercise system requires further exploration, especially in getting
free from other modalities to meet the broader set of scenarios.

2.2 Guiding the User with Auditory Information in Exercise Training
To successfully guide the user in an exercise motion, the feedback from the user’s movement
is essential [67]. The feedback process could be categorized into real-time feedback and post-
feedback. The real-time feedback contains an instruction process (i.e., feedforward). It offers users
instant information, allowing them to understand where their movements should go. For example,
the multiple perspectives in Physio@Home [74], instructive sign [11], and arrow information in
LightGuide [70]. Employing the metaphor is also an effective approach that is more intuitive and
easy to understand, like mapping the user’s movement error into the variation of another object’s
shape or attribute [35, 36]. In terms of auditory-based real-time feedback, some work employed the
pitch of the audio as an effective metaphor to support users to reach the correct position [48, 83].
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Post-feedback in auditory-based systems typically provides the user with an evaluation of their
performance, e.g., the score in [71] and the emoji in [76]. The verbal information could be a
straightforward and effective way to convey the assessment. COPD-Trainer [72] introduced a
mobile application for chronic pulmonary obstructive disease patients’ rehabilitation. Similarly,
VoLearn [83] utilized verbal information to offer the improvement strategy regarding motion speed.
Casamassima et al. [12] used the audio bio-feedback message to Parkinson’s patients to analyze
their gait patterns in rehabilitation.

2.3 Spatial Audio-based Design
Spatial audio is a great tool to simulate the perception of auditory spatiality [19]. Users could
recognize the direction from the auditory and correspond it to a physical location. Thus, spatial
audio has been successfully applied to many entertainment systems to increase the sense of
immersion and reality of users [50], such as in video or VR games [9, 65]. Such a feature has also
been utilized in navigation systems. For example, for visual-impairment people, spatial audio is
feasible to guide the user in wayfinding [86], or it can be combined with a white cane to navigate
the user [68]. To support the utilization of spatial audio, virtual spatial audio renders such as the
Ambisonics [88] have been developed. Hu et al. [31] used the Ambisonics combined with a camera
and laser sensor to build an environmental perception system for blind amputees. They also actively
designed a wearable locating system with a web camera [30]. With only using earphones for spatial
audio, many products have emerged such as AirPods [2], Microsoft Soundscape [51], and Bose [7].
These products follow the concept of acoustic augmented reality (AAR), which coordinates the
user’s motion with spatial audio. Ear-AR [85] introduced an indoor AAR design that integrates
head motion with spatial audio for indoor localization.

Spatial audio has been widely used due to its directional characteristics, while its exploration in
exercise systems is still limited. It is only used in a few rehabilitation systems, and it is often used
as a rendering tool to stimulate the user to recover from hearing diseases. For example, to recover
from hearing impairment [81], postural control dysfunction [80], and autism spectrum disorder
[37].

2.4 Spatial Audio-based Motion Guidance System

Fig. 2. Summary of exercise systems with different information modality and exercise types.
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We determine the main characteristics of such an auditory-based exercise system within its
design space. Figure 2 shows the summary of the existing work’s taxonomy in terms of information
modality employed and the types of exercise guided.

Information Modality. Currently, the majority of exercise systems are dependent on visual input
because of its simplicity and intuitiveness. As the general scheme of motion guiding process
proposed in [78], the users are required to receive demonstrated motion from the professional-end
and intimate the motion before the feedback is transmitted to improve their performance until
they reach the goal. The information modality indicates the method of providing the user with
demonstrated motion and the way to send feedback. Many systems use visual information to
address both processes [1, 14, 15, 24, 25, 28, 71, 74, 76, 78, 84]. To meet the non-visual needs, other
modalities such as auditory and vibration are also employed [29, 33, 46, 49, 64, 72, 73]
Limb Exercise Type. In this paper, we focused on one of the specified types of limb exercise.

This type of motion exercise is usually used in strength training of limb muscles, rehabilitation,
or physical therapy [6, 18, 43]. With this motion as the target, the existing exercise system can be
categorized into supporting single and multi-directional limb movement. The former only involves
the movement of a limb in a single axis. For example, in the dumbbell weight training for the upper
arm, users raise their forearm along the axis in a transverse plane [40]. While the multi-direction
limb exercises realize the movement of limbs and joints in multiple planes simultaneously. In
weight training, it helps the user to achieve multi-directional training of muscles [63]. For systems
supporting the multi-directional limb exercise, only a visual-based system has been designed to
provide feedback and assistance [74].

Thus, we propose a unique method to fill the blank by utilizing the auditory-based (non-visual)
approach and support the multi-directional limb exercise. Specifically, spatial audio was employed
to give the directional information, and the feedback would help the users adjust their movement
to reach the ultimate target position.

3 Design of Using Spatial Audio to Support the Limb Exercise

3.1 Background of Spatial Audio
The sense of audio spatiality comes from the temporal and volume difference in how the sound
waves interact with human ears: interaural time difference (ITD) and interaural level differences
(ILD), helping humans determine the azimuth angle (i.e., the direction) of the audio source. ITD
is the temporal delay between sound wave arrival at our left and right ears, helping determine
the azimuth angle of low-frequency sounds. However, the threshold for detectable ITD increased
faster than exponentially for higher-frequency sounds, making it almost impossible for humans
to identify the direction of sound with the temporal differences [27]. Instead, due to the weaker
penetration of high-frequency sound, the human head’s acoustic shadow will cause a difference in
loudness and frequency between the two ears, known as ILD. Theoretically, there exists audio with
specific patterns and frequency that can achieve optimal localization [53].
However, the elevation angle of an audio source (i.e., the height) is difficult to localize due to

the symmetric alignment of ears [82]. In this case, the difference in frequency caused by sound
waves entering the external ear, specifically the pinna, from different angles enables humans to
determine the sound’s elevation to a limited extent [52]. This phenomenon is known as spectral
effects, which can be simulated by applying head-related transfer functions (HRTFs).
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Fig. 3. When users in the real world (a) put on earphones and attach smartphones to their limbs, their auditory
perception and limb motions are linked to the system’s virtual world (b). The details of the virtual target’s
position parameters are listed in Table 1.

3.2 Synchronizing the real world to the Virtual World
Spatial audio could provide the basis of directional information to users via the spatial perception
ability of each individual. The position of an audio source can be represented by a spherical
coordinate system. Similarly, we could also characterize a limb motion with the same spherical
coordinate system. In this way, we can guide individuals through multi-directional exercises
by detecting body limb rotation data in conjunction with spatial audio. We developed a virtual
environment with Unity3D to render spatial audio1 and replicate the rotation of the joint onto a
digital human. As shown in Figure 3 (a), a smartphone and earphones embedded with IMUs are
used to synchronize users’ head and joint rotation to the digital human.

Table 1. Parameters used to describe the position of a virtual target and joint rotation.

Parameter Symbol Description
Azimuth 𝜃 Offset angle from the right in degrees
Elevation 𝜑 Offset angle from the horizontal plane in degrees
Distance 𝑑 Distance from the center of a virtual target to the origin

Pointing Direction (ray) 𝛼 Vector (𝜃, 𝜑) indicates the pointing direction of body limb

Virtual targets are set up as the source of spatial audio, as shown in Figure 3 (b). Each virtual
target has two layers: a smaller inner sphere as the final designated position of the motion (i.e.,
target area), and a bigger outer sphere (i.e., effective area) surrounding the target area as guidance,
which will be described in detail in the following Section 3.3. In the virtual environment, the virtual
smartphone, which synchronizes the gyroscope data of the real smartphone attached to the user’s
limb, is set as the origin of the spherical coordinate. Therefore, the position of a virtual target as
well as the pointing direction of the user’s limb can be represented with the parameters listed in
Table 1.

1https://resonance-audio.github.io/resonance-audio/
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3.3 Process of Reaching the Target Position

Fig. 4. An example of user approach the target area based on the feedback design. As marked on the left side
of the figure: (a) Elevation angle (𝜑) curve of user’s arm. The green and yellow ranges represent target area
and effective area respectively. (b) Auditory feedback cues are given when the user exits the effective area. (c)
User with a smartphone attached to the right upper arm and the virtual target. The white arrows indicate the
direction where the user’s arm is pointing to.

Due to individual differences in spatial audio perception, accurately guiding users to reach
a target position with their limbs is challenging, especially in determining the height [52]. We
designed interactive auditory feedback to enhance the guidance by adaptively and dynamically
changing the size of the effective area of the virtual target. Figure 4 shows the process of how the
user approaches the designated position with the feedback design.

In this example, the user takes five attempts to reach the final position with the right upper arm,
and the number of attempts is marked on the top of the figure. The row at the bottom (Figure 4 (c))
shows the user’s motions and the virtual targets. The top row in the figure (Figure 4 (a)) shows
the curve of elevation angle (𝜑) of the user’s arm. The green and yellow areas represent the target
area and effective area respectively. The size of the target area is fixed, while the size of the effective
area changes dynamically according to the user’s previous attempts. The row in the middle (Figure
4 (b)) shows the timing when the feedback comes up. Whenever a user exists the effective area,
the system will provide 3 different cues depending on their attempts2. The details of the cues are
presented in Table 2, where 𝜑𝑝𝑒𝑎𝑘 is used to denote the highest point of the elevation trajectory.

Table 2. Auditory cues used in the feedback design.

Cue Trigger Condition Interpretation System Action

Cue 1 𝜑𝑝𝑒𝑎𝑘 ∈ effective area General direction of was correct Downsize the effective area
Cue 2 𝜑𝑝𝑒𝑎𝑘 > effective area The attempt overshot. Reset the effective area
Cue 3 𝜑𝑝𝑒𝑎𝑘 ∈ target area The attempt was successful Move to the next position.

2Demonstration available in the corresponding video figure at the ACM Digital Library.
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3.4 Design Specifications
3.4.1 Adjust the size of the effective area adaptively. The size of target area and effective area of a
virtual target can reflect the difficulty of reaching it. A larger target area implies that the curve traced
by a user’s limb is more likely to fall within the successful range. Meanwhile, a larger effective area
means that users can easily trigger the entering sound effect, indicating they’re heading towards
the correct direction, which allows them to receive positive feedback from the initial attempt. To
realize this, we set the size of the initial state of the effective area to be fixed and as large as possible,
with its radius approaching the distance between its center and the virtual smartphone (𝑑) without
affecting the collision volume, which means the sphere is tangent to the origin (virtual smartphone).
It is sufficient to maintain a ratio between the distance from the virtual target sphere center to the
origin and the radius of the effective area to keep the same level of difficulty.

Fig. 5. The principle of size adjustment of the effective area. The user conducts a limb exercise of raise up and
put down in (a). The white arrow in (a) represents the user limb’s trace, while the green arrow represents the
trace within the effective area. The white dot in (a) marks the closest point (𝛿𝑚𝑖𝑛) to the target area. (b) Shows
the side view and top view of the snapshot when the angle between limb direction and target direction is
minimal. After exiting the effective area, we calculate the shrank scale of effective area, s. (c) After that, the
new scale takes effect with the feedback cues sent to the user.

In order to realize adaptive and dynamic feedback, we adjust the effective area size of the virtual
target according to user motion. As shown in Figure 5 (a), when the trajectory drawn by the user’s
arm intersects with the virtual target sphere, we record the angle (𝛿), between the ray (𝛼) and the
direction vector of the virtual target during this process. As the user’s arm trajectory exits the
effective area, the system calculates the radius of the new effective area based on the minimum angle
recorded, by 𝑟𝑎𝑑𝑖𝑢𝑠 = sin(𝛿𝑚𝑖𝑛) · 𝑑 , where 𝑑 is the distance between the virtual smartphone and
virtual target’s center, equals to the initial radius of the effective area (Figure 5 (b) and (c)).
3.4.2 Calibration. To address the possibility of user moving or rotating their body while using
the system, we introduced a calibration function. Taking the upper arm motion involving shoulder
joint rotation as an example, users start the system with their arms naturally hanging down. At this
point, the system uses the initial posture of the smartphone as a reference to generate the virtual
target in the direction the user is facing. If users move or turn around, the calibration function
allows them to adjust the virtual target’s relative position based on their current orientation.

3.5 Methods Combining Motion Data with Spatial Audio
The perception ability on spatial audio can be further enhanced through dynamic ITD and ILD
variations [79]. As more and more mobile devices we carry nowadays are embedded with IMUs,
and using COTS devices has been becoming a rising research interest [4, 54, 83], we are able
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Fig. 6. (a) A virtual target is positioned at the right side of a user, and it’s playing spatial audio. (b) The table
enumerates methods for combining motion data from different body parts, specifically the head, limb, and
none. The rows of the table represent the user performing clockwise rotations of the head or limb by 90
degrees. The bar chart in each cell illustrates the audio levels received by the left and right ears of the user
during the process of rotating the head or limb.

to collect the rotational data from multiple sensed points on user’s body and apply them to the
listener’s posture in the virtual world. In the proposed system, there are two mobile devices: a
smartphone attached to the user’s exercising limb and earphones worn on the head, which result in
two approaches that combine motion data to spatial audio perception: combining head motion and
combining limb motion. Additionally, considering neither as applicable serves as a baseline (spatial
audio only), resulting in three methods.

Figure 6 (a) shows an example: a virtual target is positioned to the user’s immediate right, playing
spatial audio. As shown in Figure 6 (b), applying the user’s head motion data to the listener in
the virtual space allows a perceptible balance shift of the audio heard from both ears as the user
gradually turns the head to the right by 90 degrees; similarly, applying the user’s limb motion
data to the listener allows the user to perceive a gradual balancing of the audio as the limb rotates
clockwise to the right. No such effects occur under other conditions.

4 Spatial Audio-based Limb Exercises Interface

To investigate how users employ the spatial audio-based multi-directional limb exercise system
in customized scenarios and collect their comments on this guidance method, we developed a user
interface (UI) for evaluation purposes.
(a) Audio Customization: Since the main guidance approach is based on audio with spatial

characteristics, we allow users to select their preferred music as the audio source shown in Figure
7 (a).

(b) Training Body Limbs Selection: Users can click on different limbs of the digital human,
and the system will display the names of corresponding body limbs as shown in Figure 7 (b). The
virtual smartphone would also be presented after the limb is selected. These locations define where
the user will place their smartphone on their body. In the UI, we have defined a total of eight
selectable limbs, which are right upper arm, right forearm, left upper arm, left forearm, right thigh,
right shin, left thigh and left shin.
(c) Virtual Targets Positions with Different Repetitions and Difficulty: After the basic

settings of music and body limb, we provide an interface to customize the exercise target positions
as shown in Figure 7 (c), (d), (e). This opens up personalized training routines. Users could drag the
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Fig. 7. (a) In the audio customization view, the user can click on the button to select preferred audio. (b) In
the body limb selection view, the user can click on a digital human to choose the training limb. (c), (d), (e)
Motion target position configuration view. The virtual targets can be clicked to be selected, and the user can
perform a series of customized settings, including adjusting their positions, number, and size. (f) shows the
exercise view, where the user can click on a button for calibration, and an earphone button to switch among
three methods of combining motions to spatial audio.

virtual targets along a spherical coordinate, while the selected limb would move with the dragging
target to present the posture of the human body in this target position. An ergonomic constraint of
𝜃 ∈ (30◦, 150◦), 𝜑 ∈ (−45◦, 45◦) is applied to the spherical coordinate, considering the normal joint
rotation range to prevent users from creating unreachable targets [61, 62]. Moreover, users could
decide the number of sphere targets by selecting and clicking the plus or minus button. Users can
also configure the size of each target to adjust the difficulty of reaching them. Larger virtual targets
(target area) imply users can reach them more easily. Conversely, smaller targets need more precise
and rigorous limb motion control from the users. After configuring the virtual target positions and
before the training, the system will provide users with a preview by playing an animation of the
digital human. A verbal prompt will remind users to wear their devices to the selected limb at the
same time.

5 Evaluation
In order to prove the effectiveness of the proposed system, we suggest three research questions:

• Question 1 (RQ1): Can spatial audio support conducting multi-directional limb exercises in
different motion patterns?

• Question 2 (RQ2): In the methods of combining motion data and spatial audio suggested
in Section 3.5 (head, limb, and spatial audio only), which one of them could provide better
experience and accuracy?

• Question 3 (RQ3): How will the users use and comment on the spatial audio guidance with
their customized targets?

We divide the evaluation into two parts. In Study 1, we focus on testing the performance and
accuracy of the system. In this study, we test the three types of methods combining motion data
with spatial audio perception on different motion patterns, in order to answer RQ1 and RQ2. In
Study 2, we conducted semi-structured interviews with the participants regarding their comments
and experience with the UI and the customization process to answer RQ3.

5.1 Study 1: Guiding Methods
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Fig. 8. A user is conducting multi-directional limb motion with the left upper arm in (a) periodic and (b)
consecutive ways. The green circles represent the designated positions of the motions. The yellow arrows
indicate the direction moving towards the designated positions, while the blue arrow indicates the movement
towards the naturally hanging initial state of the user’s arm.

5.1.1 Motion Tested. A multi-directional limb motion requires repetitive adduction and abduction,
flexion, and extension in multiple planes, which is commonly seen in relaxation, weight-training,
and rehabilitation [6, 18, 43]. In this study, we take the left upper arm as an example, to examine
the feasibility of spatial audio guidance with two types of motion patterns.
As shown in Figure 8, a user is conducting multi-directional upper arm motion targeting three

designated positions in periodic and consecutive ways. In the periodic motions, the user moves the
arm with a raise-up and put-down pattern, reaching the positions one at a time. In the consecutive
motions, the user’s limb moves to the target and continues reaching the following position in
sequence.

5.1.2 Participants. We recruited 24 participants (7 females and 17 males) with an average age
of 24.8 (SD = 2.4) from the university. The participants were all right-handed, without hearing
problems, and did not have daily exercise routines. Each participant was compensated with 15
dollars.

5.1.3 Experiment Setup. In order to answer the research questions RQ1 and RQ2, we validate the
guidance with spatial audio for two types of motion patterns: periodic and consecutive, with three
types of method combining motion data with spatial audio perception: head motion data, limb
motion data, and using spatial audio only as the baseline. We report the quantitative participants’
performance by the number of attempts and errors in degrees, and the qualitative results of
participants’ experience by semi-structured interviews. We set a between-subject experiment with
the combining motion data method as an independent variable. Thus, three groups in total were
formed with each of 8 people. The groups are labelled with Group_Spatial (spatial audio only),
Group_Limb (combining limb motion), and Group_Head (combining head motion).
For each group, three tasks were designed for evaluating different multi-directional motion

patterns under different combining motion data methods. During the tasks, as our participants
were all right hand as the dominant hand, to eliminate the effect from different habits of different
user dominant hands. A smartphone (iPhone 12 Pro) was attached to their left upper arm, and a
pair of AirPods Pro were used as the earphones. The IMU data from smartphone and earphones3

3https://developer.apple.com/documentation/coremotion/cmheadphonemotionmanager
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Fig. 9. Three tasks illustration and position of each target. The size of the target looks different as the
perspective is different. They are the same size during the evaluation. The inner green sphere refers to target
area, while the outer sphere refers to effective area.

are connected and processed through the application installed. A music clip was used as the audio
source 4. The tasks are described as follows:

Task 1: In this task, we investigated the discrepancy between the participants’ perceived direction
and the actual direction of the audio source. We measured only the azimuth angle error without
taking the number of attempts or the task completion time into account. Participants were instructed
to point their arms toward the direction they perceived as the audio source. As shown in Figure
9 (a), we sequentially generate eight random positions with the azimuth angle in the range of
𝜃 ∈ (30◦, 150◦) on the horizontal plane. Upon the participant’s confirmation of their decision, we
record the azimuth angle error between the user’s indicated direction and the actual direction.
Task 2: To explore the impact of three combining motion data methods on user performance

under the context of periodic motion, as shown in Figure 9 (b), we set six different positions in
front of the user, and a virtual target playing spatial audio will appear at these positions in a
random order. The virtual target only moves to the next position when the user successfully reaches
the target area of the previous virtual target. The task concludes when the user identifies all six
positions. Specifically, these positions, are denoted in spherical coordinates (𝜃, 𝜑) as (60◦, 45◦),
(60◦, 0◦), (60◦,−45◦), (120◦, 45◦), (120◦, 0◦), (120◦,−45◦).
Task 3: Finally, for the consecutive motions, two position sets are designed, with each set con-

taining three positions. The virtual target will appear at specified positions in a fixed order, and
similarly, it will move to the next position only after the user reaches the previous one. In the context
of consecutive motion, once the user arrives at a position, there is no need to return to the initial
position. Instead, guided by spatial audio and feedback from the virtual target, the user proceeds
to the next position until all designated positions. Specifically, two sets denoted as (120◦,−45◦),
(60◦, 15◦), (135◦, 45◦) and (120◦,−45◦), (60◦,−15◦), (135◦, 45◦), respectively as illustrated in Figure
9 (c) and (d).

All the virtual target positions set during the evaluation are limited by the system’s ergonomic
constraint as mentioned in Section 4. User’s attempts where the angle error between the user’s
arm pointing direction and the virtual target direction less than 20 degrees (i.e., the target area
range), were considered as a success, while the effective area was set to maximum, ± 42 degrees as
its initial state.

During three tasks, the following data are recorded as the measurement of participants’ perfor-
mance and experience:

4Music Clip: https://www.youtube.com/watch?v=Opp9nqiN5m0.
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(1) Azimuth Angle Error between participants’ perceived direction and actual virtual target
direction in Task 1. The average error of eight randomly generated positions was calculated to
measure the accuracy of participants’ perception accuracy.
(2) Number of Attempts before reaching the designated position. In Task 2 and Task 3, the

number of attempts indicates how much effort was made by participants during the task. A higher
number of attempts indicates the participants were challenged in reaching the correct position.
(3) Average Angle Error for all positions between the user arm’s direction and virtual target

position’s direction when the virtual target is reached in Task 2 and Task 3. It represents how
close the participant’s limb is to the intended direction. For example, the participant can perfectly
conduct the motion if the angle error equals 0.

(4) Task Completion Time. We recorded the task completion time for Task 2 and Task 3 using
the timer implemented within the software. For the same set of targets, a lower number of attempts
should correspond to a reduced task completion time. However, considering the purpose outlined
in the RQs, we did not urge participants to complete the tasks as quickly as possible. Instead, we
allowed them ample time to perceive and judge the position of the audio source based on the
feedback.

(5) Workload. Each participant completed the NASA-TLX [26] on their experience throughout
the study. It validates if the proposed method of combining head/limb motion data will increase
the physical workload and cognitive load compared to using spatial audio-only.

5.1.4 Procedure. After the demographic investigation was obtained from the participants, we
introduced the content of the experiment to the participants. We ensured that each participant
had a brief period of around 10 minutes to try the system before each task, providing them with
familiarity with spatial audio and the feedback design. Subsequently, we conducted the experiments
in the order of Task 1, Task 2, and Task 3. After all three tasks were completed, we provided
the NASA-TLX questionnaire and conducted a semi-structured interview with the participants to
collect the qualitative results. The user study was generally completed within an hour.

5.2 Study 1: Results
5.2.1 Quantitative. The recorded data was analyzed by the Kruskal-Wallis test with the combining
motion data method as a variable from Group_Spatial to Group_Head, considering comparing more
than two unmatched groups with normality not assumed [57]. We presented the results of the
significant effect of three methods as follows.
For Task 1, Figure 10 (a) presents the result of the error of azimuth angle between the partic-

ipants’ perception direction and spatial audio direction from three groups. The Kruskal-Wallis
test shows a significant effect of method (𝑥2 = 17.540, p < 0.001) among three groups. Post-hoc
tests were conducted using Mann-Whitney test with Bonferroni correction showed the significant
differences between Group_Spatial and Group_Limb (𝑥2 = 62.0, p < 0.001), between Group_Spatial
and Group_Head (𝑥2 = 64.0, p < 0.001) and between Group_Limb and Group_Head (𝑥2 = 56.0, p <
0.05). Using spatial audio with head motion data could perceive the direction better.

For Task 2, Figure 10 (b) shows the result of an average number of attempts before participants
reach the target positions. A significant effect of group on the number of attempts was revealed (𝑥2
= 8.343, p < 0.05). Post-hoc tests showed a significant effect between the Group_Spatial and 3 (𝑥2
= 53.0, p < 0.05) and between the Group_Limb and 3 (𝑥2 = 57.5, p < 0.001). In addition, Figure 10
(e) showed the results of the average task completion time in seconds participants spent before
reaching each target, which also demonstrated a significant effect of themethod (𝑥2 = 6.86, p < 0.05)
among three groups. Post-hoc tests showed the significant differences between Group_Spatial and
Group_Head (𝑥2 = 51.0, p < 0.05), between Group_Limb and Group_Head (𝑥2 = 51.0, p < 0.05). These
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(a) Task 1 (b) Task 2 Attempt Number
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Fig. 10. Result of three tasks and cognitive load investigation.

Group_Spatial Group_Limb Group_Head
Avg Attempt TCT Avg Error Avg Attempt TCT Avg Error Avg Attempt TCT Avg Error

Task 1 - - 26.28 - - 19.91 - - 11.40

Task 2 4.56 29.35 10.31 5.27 35.12 10.74 2.12 17.88 11.12

Task 3 1.91 8.52 15.34 2.93 12.56 16.21 0.72 6.39 12.43

Fig. 11. The result of the number of attempts, average task completion time spent to reach each target
(seconds), and average error (degrees) in Task 1, Task 2 and Task 3.

findings indicate that using spatial audio with head motion data could help the user to minimize
the seeking process in periodic motions (Task 2). In addition, we reported the average error angle
between the participant’s limb direction and spatial audio direction when reaching the target (as in
Figure 11).
Figure 10 (c) showed the result of Task 3 on the average number of attempts. It revealed a

significant effect of 3 groups (𝑥2 = 6.325, p < 0.05). With the same post-hoc tests, significant effects
were revealed between the Group_Spatial and Group_Head (𝑥2 = 51.0, p < 0.05) and between the
Group_Limb and Group_Head (𝑥2 = 53.0, p < 0.05), which proving the combining head motion
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data is still the optimal choice under consecutive motion context. For the task completion time,
a significant effect of 3 groups (𝑥2 = 7.634, p < 0.05) was found, where the post-hoc test revealed
the significant effect between Group_Spatial and Group_Head (𝑥2 = 51.0, p < 0.05) and between
Group_Limb and Group_Head (𝑥2 = 53.0, p < 0.05), as shown in Figure 10 (f).
We also conducted the significance test on three groups’ NASA-TLX results, and there is no

significant effect regarding the cognitive load (p > 0.05). In other words, even combining the limb’s
motion data with the spatial audio could create a new auditory feeling for the user, while not
increasing the mental burden.

5.2.2 Qualitative. We conducted the semi-structured interview to explore how users think of the
spatial audio-based limb exercise experience. Our goal was to reveal to what extent the participants
can adapt spatial audio as non-visual guidance, as well as how the feedback design and the combining
motion data method contributed to their experience.

The interview scheme was conducted in the form of open-ended questions. Comments from the
participants were encoded with thematic analysis and affinity diagramming [8]. Results echoed
the main themes of our concerns: the feasibility of spatial audio-based exercise guidance and the
comparison among three combining motion data methods.
Theme 1: Spatial audio-based guidance is considered appealing and convenient by the

participants. When being asked about the use of spatial audio to guide motions, all three groups
of participants’ comments can be described using keywords like novelty, fun, or convenience. Many
of their comments were related to the process of locating the audio source, such as:

"I like to be led by spatial audio to conduct motion because it is relaxing to me that I
can just follow the variations of audio to make exercise" (P24). "I really enjoy completing
the motion tasks in one position to move on to the next position. It gives me a sense of
satisfaction" (P19).

Theme 2: Combining motion data to spatial audio eases the process of locating, where
Group_Head is considered the optimal choice. For combining the limb motion data, participants
in Group_Limb liked this feature when they were seeking direction by rotating the arm. For example:

"The idea of aligning your arm to the audio is interesting" (P8). "It is much better to watch
on a monitor to understand the information" (P13). "I feel tracking a balance in my ears."
(P15). "It is more useful when I want to find a direction" (P16).

However, Group_Limb participants left some comments regarding the negative aspect. The most
mentioned point is taking additional steps before conducting the motion. They normally needed
to first rotate the limb (as in Task 1) to judge the direction and then conduct the motion. Some
participants provided the following comments:

"I just want to directly move my arm instead of judging the correctness of direction at
first." (P11). "When doing Task 2 and Task 3, rotating my arm in mid-air makes a weird
(auditory) feeling." (P14)

Despite the method of combining limb’s motion data being recognized as fun or interesting,
Group_Limb do not reveal a significant effect in terms of attempt number of reaching the target
compared to Group_Spatial in Task 2. From their feedback, combining the limb’s motion data
is advantageous for them in determining the target’s direction while the arm is vertically down.
On the contrary, it tends to cause confusion when the arm is lifting to reach the target or during
arm rotations in mid-air. Compared to Group_Limb, we received more positive feedback from
participants in Group_Head, which is in line with the significant effect between them in all three
tasks. They generally perceived this as a more immersive and natural approach:

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. MHCI, Article 244. Publication date: September 2024.



244:16 Xia, et al.

"It’s a straightforward way to pinpoint it." (P18). "I located the target by comparing the
volume when turning head quite precisely." (P20). "I can quickly reduce the range of search
by simply looking around." (P22).

In summary, we can answer RQ1 and RQ2 with the quantitative and qualitative results. For RQ1,
using spatial audio as a guidance can effectively help participants reach the designated positions
in different motion patterns, and is considered an appealing and convenient approach by the
participants. Taking Group_Head as the example, participants take less than 2 attempts before
reaching the correct position on average, with an error lower than 15 degrees. For RQ2, combining
head motion data with spatial audio perception (Group_Head) stands out as the optimal approach.
It not only significantly reduces the number of attempts, but also receives more preference and
higher comments from the participants.

5.3 Study 2: User’s Experience on the Spatial Audio Guidance with the Customized
Targets

5.3.1 Participant. We invited 8 participants (2 females and 6 males) with an average age of 23.2
(SD=1.7) from the same university in Study 1. They were all right-handed and without hearing
problems. Each participant was compensated with 15 dollars.

5.3.2 Procedure. Participants were invited to customize a set of targets using the UI. Before
users embarked on the design of their customized training, we provided them with a detailed
introduction to the functionality of UI. They were allowed to select their preferred music as the
audio source and choose the body limb for training. Participants had control over the position, size,
and quantity of sphere targets. Before the exercise, they could preview the motions through an
animated representation from a digital human. Once satisfied, participants attached the smartphone
and initiated the training with combining head motion data method (Group_Head) until ending the
session on their will.

5.4 Study 2: Results
Participants’ responses were coded with thematic analysis with the same process used in Study 1.
Theme 1: The function of selecting exercise limb meets participants’ needs and they ask

for more information displayed.When choosing the body limb for training, most participants
opted for the same smartphone placement as the upper arm in Study 1. P26 and P27 chose different
positions, with P26 selecting the right lower arm and P27 setting the left lower leg. All participants
believed that choosing the body limb was important for their workout, such as:

"Training limb selection will meet the need from various of the user." (P28). "It would be
even more supportive to display muscle name or estimated calories burned." (P27).

Theme 2: Participants were inclined to utilize the customized target position feature.Most
participants showed an interest in customizing target positions and willingly spent time designing
their own exercises. They tended to arrange targets on the interface in orderly patterns or create
specific symbols. For example, P27 attempted to make his arm trace a star trajectory during the
training, while P20 endeavored to create the silhouette of a character with targets of varying sizes.
Like:

"The precision of dragging targets on screen is enough for me." (P25). "I just want to try
out how my star trajectory would feel like in training." (P27). "It would be more helpful
if there’s an easy way to set the sequence of targets when I’m customizing my training
routine." (P25, P28, P30). "The constraint adjustment could be opened in some ’advanced’
mode like some user might want to bend their limbs to their backs." (P29).
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Interestingly, we observed that during customizing target positions, many participants (P25, P27,
P28, P29, P30, P31) intended to place the targets on relatively ’extreme’ positions (like the boundary
position of the ergonomic constraint), which caused some challenges when they attempted their
personalized training routines at the beginning, although they all adapted quickly and were able to
reach their targets rapidly within a short period. Like:

"While it seemed very intuitive on the target-setting interface, the actual experience was
quite different. I couldn’t get a concrete sense of where the targets would sound like or
how challenging I wanted them to be during the setup." (P28).

In addition, we also observed that none of the participants adjusted the virtual target size
(target area) to its maximum, which is the easiest state to find, though they were informed of the
relationship between size and difficulty. They tended to visually adjust the target to a suitable size
to create patterns they liked. One participant commented as follows:

"The test play (during the introduction of the system) built up my confidence. I thought
making them smaller wouldn’t be a big deal." (P30).

Overall, for answering RQ3, we could state incorporating music and limb selection into the system
garnered positive feedback from all participants, indicating its widespread appeal and potential
as a motivating factor for exercise with spatial audio. For the target position configurations, the
introduced UI system also demonstrated a capacity to effectively address users’ exercise needs
while attracting user interest.

6 Discussion
Spatial audio, when used for directional guidance, is characterized by its ability to swiftly convey
positional information to users. Leveraging the inherent directional perception of the human ears,
spatial audio offers users a more intuitive and natural means of spatial orientation, devoid of visual
cues. The use of spatial audio merges the guidance information into the music or any other kind
of audio, which extends the integration of computing assistance into our everyday lives, making
the navigation process more intuitive and engaging. Through our experiments, we explored the
feasibility of employing spatial audio to guide limb movements multi-directionally and found
that it makes it easier to locate audio positions by including head motions. We aim to justify the
position of spatial audio among various motion guidance methods by considering factors including
information conveyed, applicable motions, and implementation devices.

6.1 Conveying Guidance Information
The efficiency with which a motion guidance system conveys information largely determines the
effectiveness of users’ learning. This information conveys process involves three processes: the
system provides feedforward to help users understand movements, the system captures users’ motions
through sensors to measure their performance, and the system provides feedback to users to correct
their movements. In the three processes, the visual modality holds advantages. Users can observe
videos to learn movements while the system captures user motions through a camera and provides
visual feedback. Its key characteristic lies in providing users with instant information on how the
target motion should be executed at the first glance of the example. In contrast, traditional audio
and haptic guidance can only describe how close users are to the target motion using variations in
pitch, volume, or the intensity of actuators’ vibrations. Users must undergo a gradual searching
process with the cues. Spatial audio, to some extent, enables the audio with properties similar
to video to give users instant information on the approximate direction. While visual modality
undoubtedly dominates in terms of information convey efficiency, from a research perspective,
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dissecting and reducing the number of modalities used in a guidance system can be helpful for
deeper understanding. The motion guidance system explored in this study is based on an audio
application.

6.2 Limb Motion and Full Body Motion Guidance
A full-body motion can be decomposed into the movements of individual joints. However, in
practice, we must consider the issue of information conveyed, as mentioned above, that different
information modalities have limits on the amount of information they can effectively convey. Visual
methods can quickly enable users to mimic the motions they see, while auditory information,
whether in terms of pitch, volume variation, or verbal instructions, requires users to spend more
time understanding. This study utilizes spatial audio to efficiently convey the position of targets in
space, aiming to increase the information-carrying capacity of the auditory method. We explored
the use of the method at various levels, including single joint rotation, periodic, and continuous
motions, to enhance the system’s capability over limb motion guidance (Section 5.1). The question
of whether the spatial audio can be extended to full-body motion guidance is worth exploring. We
believe that adding more auditory cues on top of spatial audio can support multiple joint rotations,
but this would also result in more complex rules and higher learning costs.

6.3 Motion Guidance with COTS Devices
Within a system, the configuration of the three processes of information convey determines the
types of motions that the system can accommodate and the devices required for implementation. For
example, providing feedforward through video requires a display, capturing user posture through
IMUs requires wearable devices, and providing feedback through haptic requires actuators. When
designing systems, researchers aim to integrate the devices serving as information carriers as
much as possible for simplicity. With the increasing miniaturization and affordability of electronic
components and sensors, users have more choices of COTS devices. The smartphones we carry
every day are integrated with more types of sensors and more powerful computational resources.
Using workout smartphone holders, users can secure the phone firmly to their limbs, allowing the
smartphone to utilize its IMU to detect the motion of the attached limbs (Figure 1). The proposed
system outlines a basic prototype of spatial audio-based limb motion guidance, where smartphones
and earphones with built-in IMUs are sufficient. However, when designing a more sophisticated
system, smartwatches can be used as IMUs to reduce the potential impact of the smartphone’s
weight. The weight of a smartphone could be ignored in scenarios such as strength training but
should be a critical consideration when applying it to rehabilitation [18, 87].

7 Design Implications
In this section, we conclude the findings throughout the system design and the research questions
proposed in the evaluation, providing insights into spatial audio-based motion guidance and
interaction systems design. We summarize the design implications in Figure 12 and elaborate on
them in the following.

7.1 Implication 1: Combining Limb Motion: intriguing and interesting scheme but may
cause confusion.

From the result, participants in Group_Limb expressed intrigue with the approach of combining
limb motion data with spatial audio perception in the Theme 2 of Study 1. They were able to
experience the sensation of ’listening to the audio with their arms’ in the virtual environment.
This approach extends and enhances the way of users’ auditory perceptions, transcending the
limitations of the natural body [32]. It has great potential for new training methods. For instance, in
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Fig. 12. Implications drawn on the design of a spatial audio-based motion guidance system.

exercises or rehabilitation motions involving joint circumduction [34], we can transfer the rotation
of the neck searching for a sound source into the circumduction of limb joints.
However, Group_Limb did not show a significant decrease in the number of attempts during

Task 2 and Task 3. The primary challenges stem from two key factors. Firstly, a discrepancy
exists between users’ perceived direction and the actual direction of their limbs moving. This
misalignment hinders users from accurately directing their arm movements according to their
perception. Secondly, users occasionally faced confusion from the audio variations when moving
their limbs in the air. Unintended rotations during limb motions contributed to perplexing audio
variations. Despite prior familiarization with the system, participants struggled to swiftly adapt to
this pattern or synchronize their auditory sensations within a limited period.

7.2 Implication 2: Combining Head Motion: best accuracy with natural experience but
requires additional IMU.

On the contrary, Group_Head presents a more seamless and natural experience. From Study 1, users
demonstrated quicker coordination between head and limb motions with this approach, requiring
fewer attempts to locate the virtual target. This method has the additional requirement of an
IMU-embedded device (i.e., AirPods Pro). However, as we anticipate a growing trend of embedding
IMUs in more and more daily wearable electronics, we continue to advance. This trend opens up
the prospect of widespread applications for this method. While head rotation serves as a feasible
auxiliary solution for locating targets, it has been proved that dynamic ITD and ILD contribute
to spatial audio perception [79]. It helps users locate the target’s position and further helps them
complete the limb exercise more efficiently. We did not intend this functionality to compel users
to rotate their heads during motion to achieve precise positioning constantly. At the outset of
the design, we aimed to avoid imposing an additional burden on users. Figure 10 alleviates the
concerns that Group_head did not demonstrate a significant increase in workload while improving
the performance.

7.3 Implication 3: More information is desired between audio and visual perception of
the virtual targets.

We incorporated functions enabling users to design each virtual target’s position to accommodate
individual preferences. In Study 2, while the results generally affirm the usability of the UI, we
uncover that users encountered challenges in forming expectations on the position and size of the
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target they configured. Users struggle to correlate the on-screen position of the virtual target with
the corresponding absolute world motion. While they can visually perceive the size of the virtual
target on the UI, they lack a concrete sense of how large the virtual target is when trying to reach
it. Despite our intention to provide an intuitive 3D representation of the virtual world, users less
familiar with spatial audio still struggled to establish target position and size expectations. This
underscores a perceptual gap between visual and auditory modalities. This finding could provide
valuable insights for future scenario designs, emphasizing the need for features such as auditory
previews to bridge the connections between visual and audio or the utilization of real-world motion
data as the configuration input.

Furthermore, due to its non-visual design, while the system is capable of providing guidance, it
faces challenges in offering real-time monitoring during exercise. This limitation hinders effectively
forming self-awareness or embodiment for users as demonstrated in other systems [38, 71, 76].
Consequently, it may be necessary to introduce a more detailed preview during the configuration
phase before the exercise session starts. Alternatively, reintroducing audio variations like pitch
during the exercise could be considered based on user needs.

7.4 Implication 4: More customization functions is needed.
From Study 2, we noticed the customization of virtual targets is appealing to the participants. In
addition to the virtual target’s position, size, and quantity, spatial audio offers various other aspects
that can be tailored to enrich users’ exercise routines. In the current design, the virtual target serving
as an audio source remains stationary at a fixed position, providing location information to users
until they reach it successfully. However, dynamic movements of virtual targets, such as rotating
around the user, transitioning from left to right, or varying speed, represent potential interactive
features. We can investigate users’ perceptual abilities regarding the trajectories of virtual targets
and leverage this insight to create novel motion guidance techniques and new auditory sensations.

8 Limitation & Future Work
The contribution of this paper lies in the application of spatial audio, proposing a non-visual
solution to support multi-directional motion guidance. We validate the effectiveness and feasibility
of this approach through the user study. However, a few aspects remain unexplored.

Comparing With Visual Method: We acknowledge the intuitiveness of visual-based solutions
and do not seek to demonstrate that spatial audio can outperform visual-based solutions in terms
of accuracy or serve as a complete substitute. Hence, as in the Study 1, we opt to narrow the scope
of this study to concentrate on accomplishing spatial audio guidance through diverse methods.
Similarly, for feedback design, auditory cues, pitch variations, and verbal cues have proven effective
in numerous systems [3, 30, 30], which are also not the focal points of evaluation. Still, comparing
the performance of spatial audio guidance to visual-based methods is intriguing. Research focusing
on the cognitive load and the level of user acceptance comparison can be conducted in the future.
Motion Selection and Expansion: In our evaluation, the left upper arm was chosen as the

focus. We chose a relatively simple motion as the first step to validate the effectiveness of the
proposed system, which is common in related work of motion guidance [1, 58, 71, 83]. Additionally,
according to the proposed method, all major limbs of the body can be engaged in exercises,
including the feedback designed as shown in Figure 13. However, for exercise systems that can be
potentially employed in various limbs [38, 83], transferring conclusions to other limbs requires
careful consideration of human factors. For the proposed system, the consideration lies in the
varying ranges of motion for different joints, a factor that can be appropriately adjusted within the
customization options of the UI.
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Fig. 13. The system could support non-visual motions driven by various joints in scenarios including (a)
forearm exercises outdoors, (b) leg exercises while reading, and (c) leg exercises while lying down.

Real-world Context Utilization: While we believe that COTS-based systems are beneficial for
users’ daily use and can promote their exercise routines, as evidenced by the positive feedback from
Study 2, we did not, however, require participants to holding weights, perform aerobics exercises
or dances combining a set of target positions. Thus lacking certain investigation on integrating
spatial audio-based motion guidance into real-world activities. In addition, only the immediate
results in this paper were explored. Exploring the long-term learning effects generated by using
spatial audio guidance and the in-the-wild usage of users is also worth studying.

Participant Number in the Study: We employed a between-subjects approach to mitigate the
potential bias stemming from participants becoming increasingly familiar with the spatial audio
perception during the study, thereby ensuring the independence of the results from any learning
effects. This becomes more pronounced with the three distinct scenarios we had for integrating
spatial audio with motion, each encompassing three tasks. The number of participants involved in
each group might not be extensive. However, the number is still in line with the basic requirement in
similar projects on motion guidance to demonstrate a result [1, 15]. Nevertheless, we acknowledge
that an increasing number of participants could further consolidate our findings or potentially
reveal more insights.
Ground Truth of the Limb Motion Angles: In the study, we assessed whether users directed

their limbs toward specified directions within a given range rather than precisely quantifying
the angle. For the studies’ purposes, ensuring the consistency of the target positions across all
participants was paramount, which could be achieved through the calibration process outlined
in Section 3.4.2 before each session. However, whether the orientation of the virtual smartphone
accurately reflects the orientation of users’ limbs in the physical world remains unverified with a
ground truth, which could be validated in future work through motion capture techniques.

9 Conclusion
We presented using spatial audio to guide the users in conducting limb exercises, particularly filling
the blank of supporting multi-directional motions without visual approach. The method maintains
the advantages of a non-visual system based on COTS devices, which are portable and can be
adapted to a wider range of scenarios. The system’s feasibility was tested through a mixed-method
user study. We evaluated three methods combining motion data to the spatial audio perception,
among which combining head motion data results in the most effective way in terms of less number
of attempts taken and better accuracy. Based on our findings, we provide design implications
and potential ways to realize a more natural and ubiquitous spatial audio guidance with broader
application scenarios.
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